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ABSTRACT
This paper explores how Large Language Models (LLMs) can automate consensus-
seeking in supply chain management (SCM), where frequent decisions on problems
such as inventory levels and delivery times require coordination among companies.
Traditional SCM relies on human consensus in decision-making to avoid emergent
problems like the bullwhip effect. Some routine consensus processes, especially those
that are time-intensive and costly, can be automated. Existing solutions for auto-
mated coordination have faced challenges due to high entry barriers locking out
SMEs, limited capabilities, and limited adaptability in complex scenarios. However,
recent advances in Generative AI, particularly LLMs, show promise in overcoming
these barriers. LLMs, trained on vast datasets can negotiate, reason, and plan, facili-
tating near-human-level consensus at scale with minimal entry barriers. In this work,
we identify key limitations in existing approaches and propose autonomous LLM
agents to address these gaps. We introduce a series of novel, supply chain-specific
consensus-seeking frameworks tailored for LLM agents and validate the effective-
ness of our approach through a case study in inventory management. To accelerate
progress within the SCM community, we open-source our code, providing a founda-
tion for further advancements in LLM-powered autonomous supply chain solutions.
SDG 9: Industry, innovation and infrastructure
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1. Introduction

Supply chain management (SCM) requires continuous decision-making during day-
to-day operations, on a multitude of problems ranging from inventory planning to
delivery scheduling (Christopher 2016). As supply chains are interdependent systems
of multiple companies, these decisions often need to be made via consensus between
self-interested companies. Here, consensus-seeking is defined as a process that involves
multiple parties interacting to reach a decision, whereby each party, in our case a
supply chain firm, has different beliefs and goals. However, all parties have a common
interest in reaching an agreement on selecting the best decision. Within the context of
supply chains, consensus-seeking is closely related to supply chain coordination - de-
fined as “collaborative working for joint planning, joint product development, mutual
exchange of information and integrated information systems, cross coordination on
several levels in the companies on the network, long-term cooperation and fair sharing
of risks and benefits” (Skjoett-Larsen 2000). A common example of consensus-seeking
occurs in demand planning, where participants along a chain need to agree on ap-
propriate order quantities. Failure to achieve consensus results in the bullwhip effect,
where small demand changes can cause large production fluctuations (Lee, Padman-
abhan, and Whang 1997a,b). Coordination and consensus form a rich part of supply
chain management research, from a range of disciplinary input and discourse on in-
formation asymmetry and information sharing, planning and uncertainty, the role of
technology and other coordination instruments such as contracts.

This paper focuses on a subset of supply chain consensus-seeking problems, that
could benefit from automated handling using AI. Decisions on delivery quantities, or-
der frequency, and capacity allocation are given frequently and often involve situations
where end-to-end coordination would yield superior solution outcomes (Xu et al. 2024;
Viswanadham 2002). However end-to-end coordination requires manual orchestration,
which in turn requires time and resources to be allocated to consensus building among
self-interested supply chain actors. While humans are able to solve complex consensus
tasks, they are limited in the volume of tasks they can fulfil in a given time win-
dow as illustrated in Fig. 1. End-to-end consensus itself is a particularly difficult task
that involves multiple actors to iteratively communicate with one another to achieve
consensus. Given the high complexity of doing so at scale, individual firms are disin-
centivised to take part in consensus-seeking, unless the relationship or the end goal
“is worth it”.

A lack of end-to-end consensus often results in small problems to aggregate and
lead to sub-optimal outcomes, such as loss of efficiency (e.g., low utilization of ca-
pacity (Mak et al. 2023)) and information distortion (e.g., bullwhip effect (Lee, Pad-
manabhan, and Whang 1997a), shortage gaming (Samuel and Mahanty 2003)). Some
examples of issues that arise between companies include lack of timely information and
inefficient crisis response due to ineffective communication exchange between supply
chain players (Pan, Pan, and Leidner 2012). Ma, Pal, and Gustafsson (2019) argues
that more effective consensus-seeking and coordination should be aspired to in a world
with increasing supply chain disruptions.

Researchers have, in the past, proposed autonomous algorithms to handle low-level
operational coordination in supply chains (Xu et al. 2024). The idea behind these
proposals was that automation would alleviate manual effort, therefore allowing end-
to-end, systemic solution optimality. Decisions would have become more traceable and
transparent. Most of these proposals centred around intelligent software agents, which
are computer programs that mimic humans and act on their behalf (Wooldridge and
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Figure 1.: Complex consensus-seeking tasks are out of scope for current autonomous
agents. LLM agents promise a new frontier, enabling complex consensus finding at
scale beyond human speeds and thus unlocking significant efficiency improvements.

Jennings 1995). They do so by perceiving their environment (e.g., ERP system data,
digital twins), interacting with other agents (e.g., negotiation), using tools (i.e., other
algorithms), and making decisions to achieve their given goals. However as reflected by
practice, these concepts did not gain traction in real-life SCM (Hendler 2007; Marik
and McFarlane 2005). Reasons for failure are numerous but two key causes have been
hypothesized: First, developing agent solutions requires expertise and curated data.
Hence barriers to entry are too high due to costs and skill shortages (Xu et al. 2024).
Agents need significant adaptation to work on new tasks or changes in the environ-
ment (e.g., data drift, new objectives). Furthermore, agents need well-defined interac-
tion protocols and communication templates to work with other automated entities
or humans across companies, turning the problem into a multi-company change man-
agement project (Marik and McFarlane 2005). Effectively, agents are not feasible to
implement and run for SMEs with their available resource budgets - but SMEs are
key to enable end-to-end coverage of supply chains to automate the vast majority of
consensus-seeking tasks.

Second, agents struggle to achieve performance that is comparable to humans as
consensus-seeking tasks become more complex and requires creative problem-solving.
Achieving or surpassing human performance is possible in well-defined problem set-
tings (e.g., games such as chess (Campbell, Hoane Jr., and Hsu 2002) or Go (Chen
2016)) but intelligent agents fall short of human performance in complex settings that
require reasoning or planning or are constantly changing and adapting (Bhakthavat-
salam et al. 2021; Grace et al. 2018).

The field of Generative AI (GenAI), which can generate content such as natural text
or video after being trained on vast amounts of data, has seen enormous progress in
recent years, especially in the GenAI branch of Large Language Models (LLMs) which
can be used to generate text in numerous applications such as for chat interactions
between autonomous agents (Jackson et al. 2024) or computer code for supply chain
simulation (Jackson, Saenz, and Ivanov 2024). Advancements in LLMs have shown
logic and reasoning at near-human levels to address these two key challenges, pos-
sibly enabling a new frontier as shown in Fig. 1. First, LLMs already possess skills
from pertaining on enormous datasets, can be easily accessed via APIs, and users
can instruct them via an intuitive natural language interface. This allows companies
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to leverage LLMs as agents with minimal implementation and hosting effort. Existing
databases can also be connected to enable LLMs to query them for additional informa-
tion. Second, recent works have also shown that LLMs as mediators (Dorri, Kanhere,
and Jurdak 2018) or as negotiators (Mukobi et al. 2023) can significantly improve
consensus-seeking and overall outcome compared to human-human interaction, even
when tackling highly contested topics. The flexibility of LLMs to reach a consensus
with each other as well as with humans is especially relevant for real-life usage, as not
all companies will have LLM agents, necessitating that an LLM agent is able to also
interact with humans at those companies.

While LLM agents seem promising for SCM consensus-seeking at scale, to the best
of our knowledge, no literature addresses this challenge from a perspective that incor-
porates the challenges of SCM such as sequential dependency of companies and partial
observability of the whole system. We address this literature gap with a SCM-specific
LLM agent framework and an accompanying case study (building upon the simula-
tion environment of Liu et al. (2022)) to demonstrate its effectiveness in a sequential
supply chain inventory replenishment task. Our case study shows that LLM agents
are a promising step forward for SCM but managers need to be aware of their current
limitations for practice.

This paper offers three contributions to the nascent literature on LLM-powered sup-
ply chain agents: First, a modular communication framework for LLM-powered agents
in the sequential supply chain, including the possibility for tool usage and communi-
cation between neighbouring agents. Second, an empirical case study involving exper-
iments across supply chain metrics and framework sophistication levels: Our results
highlight in which situations using tools within the framework can achieve significant
performance enhancements, and in which cases it is best to prioritize sophisticated
multi-agent communication over tool usage. Third, an open source implementation
of the communication framework for the SC research community to use and build
upon, already integrated in a sequential supply chain simulation environment that is
problem-agnostic, scalable and can be extended to analyse similar topics.

2. Related Work

The global supply chain ecosystem is becoming increasingly complex and intricate,
characterized by different product lines, supplier relationships, and scheduling needs.
On top of this, disruptions in the supply chain are becoming more frequent (Ivanov
et al. 2023; Bode et al. 2011) due to increasing symptoms of climate change, regional
epidemics or global pandemics, as well as recurring regional conflicts. Due to the
increasing scale and complexity of SCs, companies are facing difficulties in optimizing
supply chain processes, as traditional optimization methods lack the ability to capture
the complexity ad vulnerabilities of real-world SCs (Smyth et al. 2024).

This state of affairs calls for faster, more automated, and more scalable supply chain
consensus-seeking and coordination, that allows supply chain actors to improve their
coordination and respond to frequent changes (Marty and Ruel 2024).

In the following, we discuss how multi-agent systems can be used to improve auto-
mated consensus-seeking and coordination in supply chain management research, the
challenges with previous approaches, as well as the benefits of introducing Generative
AI technology, and LLMs in particular. We will also discuss why companies struggle
with coordination and the role of technological support to achieve it. We look into
the availability of benchmarking environments both in supply chain management re-
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search and in computer science research which we draw inspiration from to build our
frameworks.

In computer science, agents are defined as computational entities in an environment
from which they perceive different parameters that are used to make decisions, take
goal-directed decisions and actuate them (Dorri, Kanhere, and Jurdak 2018). A Multi-
Agent System (MAS) is comprised of multiple interacting agents with distinct goals
and behaviours, working together or competing in a shared environment to carry out
tasks Wooldridge, Jennings, and Kinny (2000). In cooperative settings, agents consider
each other’s information and decisions, aiming for consensus and optimal coordination
(Dorri, Kanhere, and Jurdak 2018). Each entity operates with limited information and
must make decisions autonomously, while depending on the performance and actions
of other entities in upstream and downstream tiers. These characteristics make MAS
particularly suited to study sequential supply chains with multiple tiers of dependency
and partial observability. In fact, a large number of multi-agent simulation studies in
supply chains exist. However, we note that a MAS, as opposed to a simulation, is
a system that hosts computational agents that interact with and impact real life.
Therefore, a topic of interest is the degree of autonomy of the agents should have in a
SCM environment Xu et al. (2024), which is defined as the degree to which a subset of
agents has “the capability to determine, conduct and control the actions or behaviours
independently, without external input”.

SC automation with agents have started with eProcurement (Neef 2001), and led
to automated negotiation (Jiao, You, and Kumar 2006) and learning in business-to-
business environments (Coehoorn and Jennings 2004). Beginning in the 2000s, SCM
researchers turned their attention to supply chain coordination using software agent
technology, focusing on the efficient division of agent roles, to achieve decision opti-
mality, an effective information sharing on end-to-end supply chains (Xue et al. 2005).
Works attempted to tackle a diverse range of problems such as inventory planning and
order scheduling (Julka, Karimi, and Srinivasan 2002), collaborative production plan-
ning (Dangelmaier, Heidenreich, and Pape 2005), automated procurement (Brintrup
et al. 2011), disruption management (Behdani, Lukszo, and Srinivasan 2019) across
various industrial sectors such as aerospace, logistics, recycling, construction and food,
and agriculture (see Xu et al. (2024) for a review).

The main way of achieving consensus in the software agent research in SCM, has
been through optimization functions, either through a global objective function (e.g.,
Fung and Chen 2005), often pursued through a mediator agent (e.g., Pan et al. 2009),
a pareto optimal solution search between conflicting objectives (e.g., Wong and Fang
2010), or ensuring that individual objectives do not conflict, by fine-tuning them a pri-
ori (e.g., Lim, Tan, and Leung 2013). A recent survey of these approaches by Xu et al.
(2024) argues that the field has stagnated due to low industrial adoption, which is
partly due to the difficulty in creating bespoke, tailored solutions, as well as interoper-
ability and system integration issues, leading to a lack of uptake from multiple supply
chain partners. Lack of trust in automation and lack of explainability and decision
traceability were other reasons cited.

More recently, another agent based automation paradigm, Reinforcement Learning
(RL) has gained attention in SCM. RL is a comprehensive AI framework, wherein
agents equipped with RL capability determine how to act upon an environment to
maximize a reward function (Boute et al. 2022). The main applications of RL in
supply chain management are information handling, transportation, and inventory
management, RL agents coordinate material flows across sites (Rolf et al. 2023). In
particular, Multi-Agent Reinforcement Learning (MARL) is a paradigm that studies
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the behavior of multiple agents coexisting and interacting with each other in a shared
environment and is relevant to numerous industry scenarios (Si et al. 2024; Yang et al.
2023). Despite its broad applicability, MARL implementations are hampered by com-
plex agent interactions and non-stationary dynamics resulting from both environment
and the interactive learning agents (Yang et al. 2023). A significant challenge in the
applicability of MARL to a SCM setting is the “competitive” nature of supply chains,
whereby agents are neither fully cooperative, working towards a single reward func-
tion, not they are fully competitive, working towards their own objective functions.
There is an over-emphasis in AI research on MAS that engage in fully competitive
zero-sum games or cooperative problems where AI agents attempt to jointly improve
welfare (Dafoe et al. 2020).

A further challenge of MARL has to do with partial observability of the supply chain
setting: independently learning agents with a local view struggle to reach optimal de-
cisions, as the individual cannot obtain global information from its local observations.
Moreover, policies change continuously due to all agents learning simultaneously (Yuan
et al. 2023). Thus, RL implementations have been reported to present significant chal-
lenges for real-world supply chain applications, especially for SMEs, due to the “cold
start” problem: RL agents initially lack prior data or knowledge, requiring extensive
interactions with the environment to gather useful data, which makes the learning
process slow and inefficient. This challenge is compounded by the technical complex-
ities of data collection, as observed by Cannas et al. (2024). For machine learning
and deep learning systems to learn effectively, they require access to large volumes of
high-quality data; these are advantages that SMEs typically lack.

Generative Artificial Intelligence (GenAI) has been designed to create new content,
or data, by learning patterns from existing data. Unlike traditional Artificial Intelli-
gence where the output depends on the given inputs, GenAI can generate novel outputs
such as synthetic data generation (Zhang et al. 2018) and LLMs like ChatGPT (Open
AI 2024), Copilot (Microsoft 2023), Gemini (Google DeepMind 2023), LLaMA (Tou-
vron et al. 2023) used for the generating of natural language text, images, audio, and
video. In this paper, we mainly focus on LLMs.

With the advent of LLMs, new levels of automation and decision support in SCM
are expected (Jackson et al. 2024). Researchers have already demonstrated promising
applications such as server placement optimization at Microsoft using LLMs (Li et al.
2023) and supply chain simulation creation from natural text using LLMs (Jackson,
Saenz, and Ivanov 2024).

A recent development within the field of LLMs are LLM-powered agents (Xu et al.
2024). These LLM-powered agents are able to interact with other agents or humans,
use additional software (e.g., a numerical solver), query documents and databases,
search the web, and more as research progresses rapidly.

Unlike previous generations of agents that required rigorously defined inputs
and outputs, LLM-powered agents are capable of learning from vast amounts of
unstructured data, enabling them to adapt to complex environments in real-time
(Li et al. 2023). Their ability to process natural language inputs and contextualize
information allows them to act more autonomously, which is a crucial capability,
especially in large sequential supply chains (Xu et al. 2024).

LLM-powered agents also offer a promising alternative to RL approaches. These
agents can leverage pre-trained models, allowing them to adapt quickly to new envi-
ronments with minimal data (Kojima et al. 2022). LLMs are particularly suited for
applications where contextual understanding and decision-making are required with-
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out the need for large datasets, making them an attractive option for SMEs looking
to integrate AI into their supply chains. For example, tool usage, which means adding
external functions and solvers to steer the outputs of LLM-powered agents, is a crucial
emerging research field to overcome LLM shortcomings, such as the fact that LLMs
are pre-trained and therefore not fine-tuned for specific use cases (Wu et al. 2023). By
integrating tools for specialized tasks, memory and/or Retrieval Augmented Genera-
tion in LLM-powered supply chain workflows, research is equipped with new strategies
to orchestrate and optimize complex business decisions (BCG 2024).

Advancements in LLM-powered multi-agent architectures for supply chain manage-
ment have not yet found their way into industrial applications (Xu, Mak, and Brintrup
2021). Furthermore, many systems for multi-agent communication developed in com-
puter science research or supply chain management research are formulated as use
cases, which are very context-specific and difficult to adapt to tailored situations. If
communication systems were more easy-to-configure, this itself may promote more
cooperation between members of real-world supply chains (Xu, Mak, and Brintrup
2021).

Marty and Ruel (2024) find that companies tend to interact prevalently with
companies both immediately upstream and immediately downstream in a supply
chain, and are focused on improving sourcing, procurement, and supplier management
processes. This reflects the partial observability of supply chains. Our goal is to
investigate how LLMs can be used as a viable technology to improve collaboration
in an end-to-end supply chain setting, as they offer a fast, natural language-based
interface that is suited for industrial control (Song et al. 2023).

2.1. Available Benchmarking Environments in Supply Chain
Management Research

There is a lack of multi-agent LLM-powered benchmarking environments where long-
standing challenges such as inventory management can be investigated. While there
is a large corpus of existing research on AI applications for SC automation involv-
ing distributed agent architectures (Xu, Mak, and Brintrup 2021; Liu et al. 2022;
Yuan et al. 2023), the supply chain research community does not have an SC-specific
LLM-powered benchmarking environment with communication frameworks that re-
flects partial observability and a scalable sequential supply chain.

While there is no SC-specific LLM-powered benchmarking environment, the field
of Computer Science has made numerous advancements in developing environments
that study behaviours of cooperative and competitive LLM-powered agents (Zhao
et al. 2024; Mukobi et al. 2023). By drawing inspiration from LLM-powered decision-
making frameworks from computer science research, as well as multi-agent supply
chain environments that don’t make use of LLMs, we can design a set of LLM-powered
SC-specific consensus-seeking frameworks that reflect partial observability and collab-
oration between neighbours.

Examples of these environments developed by computer science research include:
Zhao et al. (2024), which simulates competitive agent dynamics in a marketplace
setting. Though this environment illustrates an industry example with partial observ-
ability, it lacks the sequential supply chain structure with partial observability that
would be useful to study inventory management challenges. Mukobi et al. (2023) focus
on multi-agent collaboration in a general-sum setting, which would also be interesting
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for LLM-powered supply chain interactions. However, a similar supply chain environ-
ment would have to include sequential dependencies, partial observability, as well as
real-time decision-making and consensus-seeking. There is very limited research on
LLM-powered decision-making in a supply chain setting, but Quan and Liu (2024)
introduces LLMs to manage inventory systems by leveraging zero-shot learning capa-
bilities to minimize costs and stockouts. Despite testing Chain-of-Thought reasoning
for LLM-powered agents in various supply chain scenarios, this implementation re-
lies on standalone agents that don’t negotiate with their neighbours to make their
decisions.

Hence, another key contribution of this paper is an LLM-powered SC-specific
consensus-seeking framework that focuses on varying types of interactions between
neighbouring agents.

3. Problem Setting

We place our multi-agent communication frameworks in an environment that simulates
an end-to-end supply chain inventory management setting, based on the work by Liu
et al. (2022). This environment has desirable features for our purposes such as partial
observability, multiple tiers of dependency, as well as a general sum setting. Our choice
to focus our implementation on the end-to-end supply chain is due to the fact that this
setting allows us to explore and tackle longstanding challenges in SCM research, such as
the bullwhip effect, while allowing for a simple implementation of our communication
framework that can be extended to a supply chain network.

We implement our communication framework on top of Liu et al. (2022) because
of its intuitive inventory management setting and built-in bullwhip effect metrics, as
well as its easy extendability to a supply chain network setting with multiple parallel
layers of echelons.

Fig. 2 shows a sequential supply chain that reflects the exchanges in order requests
(“demand”), material products (“replenishment”), and additional insights (“informa-
tion”) that flow between the communicating agents in our sequential supply chain
setting. In the following, we describe the metrics that we will attempt to mitigate by
using our increasingly sophisticated communication frameworks, as well as dedicated
tools.

Figure 2.: Problem setting: sequential supply chain with partial observability.

3.1. Global Costs in the end-to-end Supply Chain

The global costs of our end-to-end supply chain are based on the implementation
of local costs by Liu et al. (2022). Specifically, the global costs are given by the
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sum of all the local costs of each agent, cumulated across each step of the inventory
management simulation. The local costs of each agent are given by the sum of
different cost components: inventory costs, backlog costs, where backlog is defined as
the unmet demand from an agent’s downstream neighbor, variable ordering cost, and
fixed ordering cost.

3.2. The Bullwhip Effect in end-to-end Supply Chains

The bullwhip effect is a phenomenon of the increase in variability of orders as one
moves upstream in a supply chain (Disney et al. 2005). It has been advocated that
sharing information between neighbouring agents in the supply chain can mitigate
the bullwhip effect (Wang and Disney 2016). To compute the bullwhip effect in our
sequential supply chain setting, we consider a formula derived by Liu et al. (2022)
and based on Fransoo and Wouters (2000), which considers the coefficient of variation
of demand generated by a given echelon, i.e., the ratio between the standard deviation
of demand and the mean of demand, as expressed by the following formula:

coeffvar =
σ(demandi(t, t+ 1))

µ(demandi(t, t+ 1))

where demand is given by the list of historical actions of agent i, and t is the
current time interval. Therefore, a coefficient of variability of demand below 1
indicates that the bullwhip effect is negligible.

To compute the aggregate bullwhip effect, we use the insight from Fransoo and
Wouters (2000), who conclude that the aggregate bullwhip effect for a (strictly) end-
to-end supply chain can be achieved by multiplying all of the coefficients of variation
(i.e., the bullwhip effects) of each individual echelon.

In order to mitigate the bullwhip effect, we implement a traditional extant approach
to order an optimal quantity based on SCM restocking policies. The metric used to
optimize for the bullwhip effect is based on the Economic Order Quantity (EOQ)
measure for each agent (Kuncova 2002), motivated by a similar approach which was
adopted by Jackson, Saenz, and Ivanov (2024). However, the challenge that arises is
that the EOQ quantity picked by each individual agent may not be optimal for the
entire supply chain. Kuncova (2002) and Dejonckheere et al. (2004) underline that
agreements on order amounts between neighbouring agents help mitigate the bullwhip
effect. According to this insight, our implementation of communication frameworks
based negotiation should aid in mitigating the bullwhip effect. We deliberately adapt
the original EOQ formula as a benchmark, and make it suitable for our environment
(Liu et al. 2022), as follows:

EOQ =

√
2 ∗Demand ∗Ordering Cost

Holding Cost

, where Demand is derived from the mean of historical demand data from the down-
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stream agent, Ordering Cost is the per-unit cost of ordering, and Holding Cost is the
per-unit cost of holding inventory.

4. Methodology

An overview of our LLM-powered consensus-seeking frameworks is shown in Fig. 3.
Our frameworks are for ”consensus-seeking” because they are orchestrating and steer-
ing our SC agents towards an agreement. Whether they ultimately find consensus or
not, will depend on the prompt-specific interaction between the agents. In particular,
our frameworks include: standalone LLM-powered agents (3a), information sharing
between neighbouring agents (3b), standalone LLM-powered agents with tools (3c),
information sharing between neighbouring agents with tools (3d), and negotiation be-
tween neighbouring agents (3e). The underlying inventory management setting for
our frameworks comes from the research by Liu et al. (2022), which we augment by
building LLM-powered agents on top of it.

(a) Standalone LLM-powered
agents.

(b) LLM-powered agents with
information sharing.

(c) Standalone LLM-powered
agents with tool usage.

(d) LLM-powered agents with
information sharing and tool us-
age.

(e) LLM-powered agents with
negotiation around tool output.

Figure 3.: LLM-powered consensus-seeking frameworks for the sequential supply chain

We utilize existing memory structures to aid the agents in storing previous local
observations about the status of the environment, namely the specific agent’s inventory
state, backlog state and previous orders. Beyond this structure, we rely exclusively on
context to create the memory of the agents, also as we progress to consensus-seeking
frameworks for decision-making.
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4.1. LLM-powered Decision-Making without Communication

4.1.1. Standalone LLM-powered Agents

The standalone LLM-powered agents constitute the first step in our ablation study.
Fig. 4 illustrates the decision-making process for standalone LLM-powered agents that
we employ for a 3-tier sequential supply chain. For each agent, there is the environ-
ment perception step, where the agent perceives its observation from the environment.
After this, the state is stored in the memory, and the memory is also used to provide
some examples for the LLM agent on previous actions. This information from memory
and from the observation is contextualized in a prompt for the agent, containing the
following elements:

• General description of sequential supply chain problem setting.
• Description of objective function: the function for cost minimization, or the
function for the coefficient of variability which we use as a proxy for the bullwhip
effect.

• Agent’s observation of the environment, containing: inventory, backlog, last or-
der, incoming/transfer orders, demand from downstream neighbour.

• Memory: information on previous ten observations on inventory, backlog and
order amounts.

• Final question on order amount (action) and instruction on formatting LLM
output.

The result output by the LLM is interpreted as the order amount or action that
is executed upon the environment. The input information served to the standalone
LLM-powered agent reflects the local view that it has of the supply chain. A detailed
breakdown of the prompt components can be found in Appendix B.

Figure 4.: Standalone LLM-powered decision-making process. Alt Text: Flowchart
of a standalone LLM-powered decision making process.
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4.1.2. Standalone LLM-powered Agents with Tool Usage

We introduce the tool on top of the decision made by the standalone LLM-powered
agents. The output of the tool embedded in the prompt with the necessary contex-
tualization, to allow the agent to benefit from more information, as illustrated in the
example in Appendix B. The wrench symbol indicates where the tool is invoked in the
decision-making process, when the tool is included in the framework.

4.2. Communicating LLM-powered Agents

Collaboration between agents requires coordination between agents in neighbouring
echelons. We thus develop a cognitive-inspired modular framework that integrates
with perception, memory and execution, as illustrated in Fig. A1 in Appendix A and
inspired by the cooperative embodied agents paper by Zhang et al. (2023). At each
step of the simulation, after perceiving the environment, each agent can save to and
receive information from memory, make a tentative decision based on its standalone
viewpoint of the supply chain, and then proceed to a communication stage with a
neighbouring agent to seek consensus. Finally, the agent makes a final decision based
on all these previous steps and executes it upon the environment. This execution
stage after all communication interactions allows the agents to avoid making decisions
based on partial information. Fig. 5 illustrates the details of how information is passed
throughout each step for a 3-tier supply chain until it reaches the final decision and
execution stage that exercises the final action on the environment.

There are different orchestration frameworks for multi-agent workflows, such as
LangGraph (LangChain AI 2024) or AutoGen (Wu et al. 2023). We opted for Lang-
Graph as it offers a simple but versatile implementation and can be easily extended to
tool-calling with LangChain. To reflect the partial observability described in Marty
and Ruel (2024), our framework limits communication to neighbouring agents. In
particular, our implementation considers a use case where each agent initiates com-
munication with its immediately upstream neighbour. A single interaction therefore
always involves two neighbouring agents.

Figure 5.: Detailed modular framework for 3-tier supply chain with communication
between neighbours.
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4.2.1. Communication between Agents

There are two types of communication frameworks that we define to be executed be-
tween neighbouring agents, corresponding to the stage shaped as a hexagon in Fig.
5. These communication frameworks are information sharing and negotiation, which
both reflect the partial observability of sequential supply chains by allowing agents to
only interact with their immediate neighbours. We begin by defining information shar-
ing, which involves enriching each agent’s information for the standalone decision with
information from the neighbouring (upstream) agent. The framework-related choice of
implementing interactions with the upstream neighbour comes from the need to miti-
gate demand amplification, which usually affects upstream echelons in the sequential
supply chain; therefore, the framework favours informing upstream agents of details on
their downstream neighbours, attempting to steer the former’s decision-making pro-
cess. Intermediate agents in the supply chain still have interactions with both upstream
and downstream neighbours before making their final decision. Also this type of com-
munication can be enhanced by including the results from the tool to the information
shared between neighbouring agents.

Fig. 6 shows the consensus-seeking framework based on information sharing
between neighbouring agents without additional steps taken for negotiation. As we
embed the outputs of our tool-calling functions directly in the prompt, the figure
applies to both information sharing with tools and without tools.

Figure 6.: Communication framework based on information sharing between neigh-
bouring agents (LangGraph).

The second type of communication framework, which builds upon the information
sharing framework, is the negotiation framework. Negotiation allows for the agents to
interact and agree on an order amount, by taking the output of each tool and using
these values as upper and lower bounds for a negotiation range. The reasoning behind
this comes from the idea of finding a trade-off between the values that each agent would
have otherwise decided upon. Therefore, the negotiation framework always includes
tool usage, as the tool outputs of communicating agents are used as the starting point
for negotiation. The agents have a predefined number of iterations to negotiate the
final order amount and subsequently have to name their definitive order amount in a
final agreement stage.

The reasoning behind this is that if the agents manage to find an agreement, this
should decrease the amplification of demand as one moves upstream in the supply
chain, reducing both costs and the bullwhip effect. For the experiments assessing the
global costs of the supply chain, the tool output for each agent constitutes the cost-
minimizing amount at each echelon in the sequential supply chain. Our experiments
test if a further layer of negotiation on these order amounts improves the global supply
chain costs even further.

The communication framework implemented with LangGraph (LangChain AI 2024)
for each pair of communicating neighbors is illustrated in Fig. 7. Our implementation
dynamically creates nodes and edges for a sequential supply chain of any length,
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without requiring the user to manually define each communication exchange.

Figure 7.: Communication framework for negotiation between neighboring agents
(LangGraph); for our experiments, state[num iter] is equal to 3, meaning there are
3 loops in the communication between neighboring agents.

4.3. Prompt Engineering for different Consensus-Seeking Frameworks
and different Metrics

In this section we discuss the properties of the prompts that we used for different
models and metrics. We underline that we undertook manual prompt engineering for
our experiments. As a result, the prompts are not fully optimized and largely the same
between different foundation models. We will discuss in the Limitations section how
model-specific optimization can be achieved in future research.

4.3.1. Zero-shot Prompting

Our benchmarking environment utilizes pre-trained LLMs to tackle inventory manage-
ment challenges. We use zero-shot learning to query our models, thereby requesting
that the agents apply their pre-trained knowledge directly to our inventory manage-
ment tasks, interpreting information that is supply chain-related based on their insights
acquired on large knowledge corpora (Kojima et al. 2022).

We exclude in-context learning from our prompts, because its performance is unsta-
ble, and subject to many factors (Dong et al. 2022). Additionally, we have opted to
keep prompts as similar as possible throughout our experiments, even as we compare
the performance with different language models.

Moreover, limiting our prompts to zero-shot learning allows us to minimize the
amount of changes we make between different metrics. In particular, the optimization
functions change between metrics, as well as the formulation of the question, but the
formulation of the observation and description of the sequential supply chain setting
remain largely unchanged, as illustrated in Appendix B.

4.3.2. Prompt Engineering between different Supply Chain Metrics

Moving from one metric to the other in our implementation only requires adapting
the input prompts that get passed into the consensus-seeking frameworks, without
changing the implementation of the frameworks themselves and how the messages are

14



passed between agents, showcasing that our implementation is problem-agnostic. In
particular, the information sharing and negotiation frameworks apply to multi-agent
interactions tackling cost minimization and bullwhip effect mitigation alike.

4.3.3. Prompt Engineering to introduce Tool Usage

As can be observed in Appendix B, the prompts used in our inventory management
setting comprise different parts, with details to describe all of the observations and
supply chain metrics necessary for each agent to make a decision. As a result, when
we want an agent to make a decision based on a tool output, we have to underline the
importance of this tool in our prompt. This is achieved by simple means of directives
such as inciting the LLM-powered agent through the prompt to give a lot of weight to
the tool output in its final decision, as illustrated in Appendix C. The optimal prompts
to achieved this results were determined experimentally, and we discuss them in the
experimental setup.

4.4. Tools used by Agents

We implement two different tools that can be used by the agents based on the metric
which they are optimizing.

To minimize each agent’s costs in the end to end supply chain, we use a demand
forecasting tool that uses linear regression to estimate the next order amount, thereby
keeping orders similar to past orders and avoiding spikes in demand. The tool utilizes
a look-back window of 30 periods to train this model on recent demand data, aiming
to anticipate future demand accurately. At the beginning of the simulation, when the
dataset is insufficient, the agent defaults to the most recently observed order quantity.

To minimize the bullwhip effect of an individual agent in the sequential supply
chain, we use a tool that calculates the EOQ formula, as defined in the Problem
Setting section, and place the tool output within the LLM prompt.

In both cases, the tool output for the LLM-powered agent is presented to the LLM-
powered agent along with a directive on how to use the result in its decision-making.

5. Experimental Setup

We run a total of 24 experiments to compare our communication frameworks on differ-
ent optimization metrics (global bullwhip effect and global costs) and on LLM models
of different size. The summary of our experiments is detailed in Table 1. As the tem-
perature used for the LLMs in our experiments is close to zero, the outputs of our
runs are near-deterministic. The decision to limit our experiments to specific scenarios
without stochastic elements also comes from the fact that running experiments with
these models is expensive.

We conduct our experiments with an underlying customer demand that is based
on the Merton Jump Diffusion Model, as described in Liu et al. (2022). We consider
an end-to-end supply chain with 3 agents, and a lead time of 2 steps, to reflect the
presence of the bullwhip effect as highlighted by Chen et al. (2000) and using the
measure from Fransoo and Wouters (2000) to assess whether the bullwhip effect can
be mitigated with our approach. These parameters can be set via the underlying
agentic environment from the research by Liu et al. (2022), which we augment by
building on top of it LLM-powered agents.
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As we seek to demonstrate improvements in performance (reduction in costs or bull-
whip effect) based solely on the sophistication of the consensus-seeking frameworks,
the effectiveness of the tool used, and the size of the foundation model powering the
agent, we define a fixed maximum order amount for all agent and a common inven-
tory holding cost, backlog cost, variable order cost and fixed order cost for each agent
in the sequential supply chain and for each experiment. The fixed parameters across
all our agents and experiments are listed in Table F1 in Appendix F. Consequently,
agents/companies only exhibit differing behaviour based on their position in the se-
quential supply chain. We use the value of 100 as the upper bound for orders across
all of the agents in the sequential supply chain and all experiments, which allows
increasingly upstream agents to theoretically amplify demand with respect to their
downstream agent, starting from the consumer demand, which fluctuates between 0
and 20 units per order. The consumer demand used for our experiments can be found
in Appendix F. For the LLM-powered agents, we enforce this upper threshold with
built-in code constraints and explicit prompt engineering to guarantee that the or-
der amount selected by each agent never exceeds 100. This allows us to compare our
communication frameworks and baselines in settings that reflect similar possible order
quantities.

5.1. Agent Policies used as Baselines for LLM-powered Agents

To compare the performance of our LLM-powered consensus-seeking frameworks with
increasing levels of sophistication, we establish different baselines based on traditional
extant approaches for restocking. One of the most widely used approaches according
to Visentin et al. (2021) is the (S,s) policy (Shang 2011), therefore we use this as a
baseline. The (S, s) restocking policy reorders to a maximum level (S) when inventory
falls below a certain threshold (s). In particular, we use values of (S=100,s=60), which
reduce the global costs. This decision-making, based on threshold values, can lead to
variability amplification up the supply chain, thereby exacerbating the bullwhip effect
(Chen et al. 2000) and increasing global supply chain costs.

On the other hand, the strong baseline for our experiments is given by the decisions
of a tool-based agent: contrary to LLM-powered agents, which embed the tool output
into the LLM prompt, these baseline tool agents use the tool output directly as their
final decision. Therefore, we have two strong baselines: one for experiments on the
global costs metric, and the other for experiments on the global bullwhip effect metric.
When optimizing for costs, we obtained a strong baseline by running the tool agent
with the output of the linear regression demand forecasting tool, implemented with
the previous 30 observations. Similarly, for the bullwhip effect metric, we used the
tool agent with EOQ tool, using the previous 30 observations to calculate the average
demand from the downstream agent. The ordering costs and holding costs used in the
EOQ formula are set to 1 for all agents across all our experiments, as detailed in Table
F1.

5.2. LLMs used

We conduct all of our experiments with two different foundation models from the
Gemini family, developed by Google Deepmind, namely Gemini Flash and Gemini
Pro, to illustrate the performance of our communication frameworks with models of
different parameter counts (Gemini Team 2024). Gemini Flash represents a smaller
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model optimized for fast processing, at the expense of accuracy, while Gemini Pro
is larger and is built for more complex, nuanced tasks. For both models we run our
experiments with a temperature of 0.1. We use a temperature of 0.1 because it is close
to 0, which would be almost deterministic; a temperature of 0.1 delivers outputs with
a minimum amount of randomness. This is advantageous because it allows for agents
to repeat queries which returned an incorrectly-formatted output from the LLM, and
deliver results in the correct format when the query is repeated with a small amount
of randomness (Ouyang et al. 2024).

Table 1.: Summary of ablation study of LLM-powered decision making with different
metrics and foundation models.

Exp. No. Metric Tool Model Framework

1 Global Cost − − Restocking Policy (S,s)=(100,60)
2 Global Cost Demand Prediction − Demand Forecasting Tool

3 Global Cost Demand Prediction Gemini 1.5 Flash Standalone LLM
4 Global Cost Demand Prediction Gemini 1.5 Flash LLM with Info Sharing
5 Global Cost Demand Prediction Gemini 1.5 Flash Standalone LLM + Tool
6 Global Cost Demand Prediction Gemini 1.5 Flash Info Sharing + Tool
7 Global Cost Demand Prediction Gemini 1.5 Flash Negotiation + Tool

8 Global Cost Demand Prediction Gemini 1.5 Pro Standalone LLM
9 Global Cost Demand Prediction Gemini 1.5 Pro LLM with Info Sharing
10 Global Cost Demand Prediction Gemini 1.5 Pro Standalone LLM + Tool
11 Global Cost Demand Prediction Gemini 1.5 Pro Info Sharing + Tool
12 Global Cost Demand Prediction Gemini 1.5 Pro LLM Negotiation + Tool

13 Global Bullwhip − − Restocking Policy (S,s)=(100,60)
14 Global Bullwhip EOQ − EOQ tool

15 Global Bullwhip EOQ Gemini 1.5 Flash Standalone LLM
16 Global Bullwhip EOQ Gemini 1.5 Flash LLM with Info Sharing
17 Global Bullwhip EOQ Gemini 1.5 Flash Standalone LLM + Tool
18 Global Bullwhip EOQ Gemini 1.5 Flash Info Sharing + Tool
19 Global Bullwhip EOQ Gemini 1.5 Flash Negotiation + Tool

20 Global Bullwhip EOQ Gemini 1.5 Pro Standalone LLM
21 Global Bullwhip EOQ Gemini 1.5 Pro LLM with Info Sharing
22 Global Bullwhip EOQ Gemini 1.5 Pro Standalone LLM + Tool
23 Global Bullwhip EOQ Gemini 1.5 Pro Info Sharing + Tool
24 Global Bullwhip EOQ Gemini 1.5 Pro Negotiation + Tool

6. Results & Discussion

To illustrate the performance of our consensus-seeking communication frameworks,
we conduct experiments focusing on two different problem settings for inventory man-
agement in the sequential supply chain: global cost minimization and global bullwhip
effect minimization.

6.1. Global Cost Minimization

Fig. 8 visualizes the global costs achieved by each consensus-seeking framework, for
two foundation models, and compares the results to the two baselines achieved by
the baseline agent implementations: a weak baseline given by the performance of an
agent employing an (S=100,s=60) restocking policy, and a strong baseline given by
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the performance of an agent using a demand forecasting tool achieved with linear
regression.

6.1.1. Cost Performance of Gemini Flash

For Gemini Flash, we observe a gradual cost reduction as we introduce the de-
mand forecasting tools, and as we introduce increasing levels of sophistication in
the consensus-seeking framework, first with information sharing between neighbour-
ing agents, and subsequently with negotiation around the value of the tool output. In
particular, for Gemini Flash, we observe:

• 63.5% cost reduction when adding tools to the standalone agents,
• 92.8% cost reduction when comparing information sharing agents to standalone
agents,

• 67.9% cost reduction when adding tools to information sharing agents,
• 50.7% cost reduction when adding negotiation to agents implementing informa-
tion sharing with tool usage.

This is in line with our expectations that communication between neighbouring agents
and additional information about the status of the supply chain can aid individual
agents in making more informed decisions. Additionally, the only framework that un-
derperforms the weak baseline is the standalone LLM agent without tool usage.

6.1.2. Cost Performance of Gemini Pro

For Gemini Pro, we observe that the trend in cost reduction is similar to that ob-
tained with Gemini Flash, but there is not a consistent performance improvement
achieved when using a larger model, even if both models are from the same devel-
oper organization (Google DeepMind). Existing research confirms that prompt-based
interactions are still brittle (Zamfirescu-Pereira et al. 2023) and that “performance
can vary non-monotonically with model size” (Wei et al. 2022a). Wang et al. (2024)
also finds that different prompts had variable effects across various models. Our case
study optimizes the prompts for the smaller model, Gemini Flash, using manual opti-
mization techniques. For the Gemini Pro, the prompts are identical except for the way
the tool output is introduced, as can be observed in Fig. C1 in Appendix C. Prior to
these prompt modifications, the performance achieved with a larger model was more
unstable. Table D1 in Appendix D shows the performance of our consensus-seeking
frameworks relative to global costs, considering a Merton Jump Diffusion (spike) de-
mand and a prediction tool for demand forecasting.

Finally, it is also interesting to note that, for both models used, the performance
of the negotiation framework beats the hard baseline involving tool-based restocking
policy by the agent. This shows that LLM-powered agent interactions with high degrees
of orchestration can outperform even mathematical tool-driven performances.
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Figure 8.: Global cumulative costs achieved by different consensus-seeking frameworks.

6.1.3. Effect of Metric Complexity on Tool Performance

The experiments relative to the cost minimization objective illustrate that, when a tool
is highly suited for a given metric, such as our linear regression tool to predict future
demand and minimize costs, the highest performance is achieved by those frameworks
that give strong weight to the tool itself, without necessarily needing an elaborate
communication framework between agents. Despite this, additional orchestration on
top of the tool implementation, such as with the negotiation framework, can improve
tool-driven results even further. This is in line with existing SC research that highlights
how sophisticated tools in the form of algorithms can yield optimization of resource
allocation and cost reductions (Bu 2024).

However, demand forecasting to minimize costs is a relatively simple challenge in
inventory management, defined by a formula which considers a simple sum of different
costs. This is simple enough for a foundation model, which is a probabilistic machine,
not a tool suited for complex calculations. In cases where the metric is more complex,
such as the minimization of the bullwhip effect via a coefficient of variability, commu-
nication between neighbouring agents to increase awareness about the status of the
supply chain becomes crucial. In these cases, the communication frameworks become
the key factors in improving performance, as we illustrate in the following results.

6.2. Global Bullwhip Effect Minimization

Table 2 shows whether or not the global bullwhip effect achieved by each consensus-
seeking framework is below 1. A value below 1 is desirable as it indicates a negligible
amount of bullwhip effect, according to the metric by (Fransoo and Wouters 2000)
which we used in our inventory management setting and is already implemented by
Liu et al. (2022). Table 2 illustrates the results of our consensus-seeking frameworks,
as well as the results achieved by the baseline agents. In particular, the strong baseline,
based on the agent that calculates the EOQ and uses this amount as the order quantity,
successfully reduces the bullwhip effect to a value below 1.

Regarding our LLM-powered consensus-seeking frameworks, we can observe that
introducing a tool to the standalone LLM-powered agent does not sufficiently mit-
igate the bullwhip effect and, in the case of Gemini Flash, even worsens the results

19



with respect to the bullwhip effect achieved by standalone agents without tool. Perfor-
mance augmentations become apparent with the introduction of communication-based
frameworks: information sharing, information sharing with tool, and negotiation.

Importantly, as can be observed in Table D2 in Appendix D, the best bullwhip effect
performance was achieved with the negotiation framework. In particular, the negoti-
ation framework yields a 66.2% bullwhip effect reduction compared to information
sharing with tool in the case of Gemini Pro, and a 33.2% bullwhip effect reduction in
the case of Gemini Flash. This significant jump is the result of neighbouring agents at-
tempting to agree on order amounts, thereby reducing demand amplification (Kuncova
2002).

6.2.1. Detailed Example of Negotiation for Bullwhip Effect Mitigation

In Figures 9, 10 and 11, we illustrate an example of interactions between neighbour-
ing agents across our sequential supply chain. From Figures 9 and 10 we observe
that agents are able to use information acquired previously from observing the en-
vironment to motivate their desired order amounts and convince their neighbouring
upstream agent. The are also able to propose trade-offs and agree on them. Appendix
E illustrates some further examples from our experiments of agents’ agreements and
occasional disagreements in negotiation.

From these examples, two observations are clear. Firstly, the behavior of LLM-
powered agents depends on the information shared previously between agents, steering
the agents to propose a certain order amount to their neighbor. Secondly, the prompts
used to define the setting, as well as the choice of the agent used to deliver this message,
have a large effect on the resulting agent behavior.

Our experiments reveal that when not explicitly directed on which strategy should
be adopted for selecting ordering amounts, LLM-powered agents primarily use the
average strategy although they occasionally use some other strategies, such as going
for one extreme of the negotiation interval or disagreeing altogether. This is in line
with research on LLM-powered MAS and their consensus-seeking strategies (Dorri,
Kanhere, and Jurdak 2018). To use the same terminology from these authors, our
LLM agents in negotiation tend to be either “stubborn” or “suggestible”. Stubborn
agents tend to dominate the final decision, whereas suggestible agents tend to behave
more collaboratively. In the case of our specific supply chain setting, the downstream
agent initiates the conversation and explains the nature of the negotiation, and subse-
quently tends to assume a more stubborn attitude. The upstream agent responds and
in most cases tends to assume a more suggestible attitude. This particular behavior is
appealing for a use case that aims to minimize demand amplification, as the insights
from downstream prove to benefit this optimization, but may have to be modified in
other use cases.
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Figure 9.: Negotiation for Bullwhip Effect – Detailed Example.

Figure 10.: Negotiation for Bullwhip Effect – Detailed Example cont.

Figure 11.: Negotiation for Bullwhip Effect – Detailed Example cont.
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6.2.2. Framework Comparison for Bullwhip Effect Performance

As discussed in the Problem Setting section, introducing negotiation as a way for
agents to agree on order amounts starting from the EOQ should mitigate the bullwhip
effect for the global supply chain (Kuncova 2002). This is clearly observable from
our results: introducing more sophisticated consensus-seeking frameworks (information
sharing, information sharing with tool, and negotiation) yields a bullwhip effect metric
below 1 for both foundation models. In particular, for both models, the lowest (best)
bullwhip effect measures were achieved with the negotiation framework. This result
experimentally backs the research suggesting that information sharing and agreeing
on order amounts improves the bullwhip effect (Wang and Disney 2016; Dejonckheere
et al. 2004).

Table D2 in Appendix D shows the experimental results relating to the bullwhip ef-
fect for a sequential supply chain of 3 echelons given different LLM-powered consensus-
seeking frameworks and baselines.

Throughout our experiments, we observe that end-to-end supply chains can oper-
ate much better compared to extant restocking policies when adopting LLM-powered
settings that include coordinated communication and tool usage. Additionally, when
LLM-powered agents are handled within a negotiation framework, their behavior con-
verges to best practices in SC literature to lessen the bullwhip effect.

Table 2.: Global bullwhip effect resulting from different consensus-seeking frameworks.

Criteria for negligible amount of bullwhip effecta: < 1

Weak baseline ✗
Strong baseline ✓

Decision Framework Standalone LLM Standalone LLM + tool Info Sharing Info Sharing + tool Negotiation

smaller model (Gemini Flash) ✓ ✗ ✓ ✓ ✓
larger model (Gemini Pro) ✗ ✗ ✓ ✓ ✓

aA value below 1 (indicating the coefficient of variability of demand is below 1) indicates that the bullwhip
effect is negligible.

7. Managerial Implications and Implementation

Reaching consensus on operational decisions across an end-to-end supply chain is time-
consuming and often not possible due to the amount of manual effort involved. In the
literature, automation of consensus-seeking in low level supply chain decisions using
agent based systems were proposed since a long time, but not adopted by industry.
Previously proposed AI-powered agents in SCM were challenging to implement for
companies due to the skill set needed for their development, the complexity of finding
training data and the need for all supply chain agents in a given ecosystem to match
their input/output formats. In particular SMEs cannot afford large data science teams
required to implement complex artificial intelligence approaches and manage large
databases. Recent advances in pre-trained LLMs offer an opportunity: the possibility
to work with a fast, natural-language based interface, that has the ability to perform
industrial control tasks Song et al. (2023) without the need to set up interoperability
across multiple supply chain information systems. Recent advances in the use of LLM-
agents for consensus-seeking also prompted us to explore whether they can be used in
a supply chain setting (Tessler et al. 2024).
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In this paper, we developed and provided a suite of LLM-powered consensus-seeking
frameworks for supply chains and tested them with a Bullwhip effect simulator. Our
experiments yield interesting managerial implications, which we report across four
categories: performance, scalability, implementation, and reliability.

7.1. Reliability and Explainability

Our experiments showed that neither foundation model size and nor tool reliability
are a guarantee to achieve high performance for global cost mitigation and global
bullwhip effect mitigation. Larger models do not yet yield significant performance
gains over smaller models in this setting, and each model that is plugged into our
consensus-seeking frameworks requires a high engagement from a supply chain spe-
cialist or engineer to optimize the prompts and yield satisfying results. This implies
that we are still far from autonomous LLM-powered supply chains and decisions made
to optimize real-world supply chain metrics still require a human-in-the-loop approach.

In addition to this, using tools is not a guarantee for success. In particular, success
in tool-driven frameworks depends on the the tool and the prompting skills of an
engineer in guiding the foundation model on how to best use the tool output in the
LLM prompt. The LLM thus acts similar to a human agent that needs input on how to
work with a tool - but with the added benefit of being a scalable automated solution.

In our experiments relating to the bullwhip effect, the EOQ tool implementa-
tion is less performant at lower levels of the framework (standalone implementation
with tool): performance improvements are achieved with communication, in particular
through negotiation. This is in line with supply chain research suggesting agreement
on order amounts mitigates the bullwhip effect (Wang et al. 2024). Managers should be
wary of placing too much trust in LLM-powered decision-making, as the outputs they
provide are only as strong as the efforts by engineers to curate meaningful prompts
and guide the consensus-seeking process through effective agent orchestration.

7.2. Performance

Experiments relating to global cost minimization highlight that tool-usage is only
effective when the function behind the tool is actually effective in tackling a certain
challenge. Relying on standalone LLM-agents to not outperform existing solutions,
but adding a tool does lead to performance improvement. For example, in the case of
the linear regression model used for demand forecasting, this tool keeps the demand
similar to previous observations, preventing the demand spikes that cause costs to
soar.

Another significant advantage of our consensus framework is that it is problem-
agnostic. Agent interactions are created dynamically, based on the type of interaction
(information sharing vs negotiation, etc.) as decided by the user. Such an approach
can scale to supply chains of arbitrary length, and be easily adapted to guide inter-
actions relative to different supply chain challenges. In particular, the structure and
sequence of negotiations - starting with neighbouring agents on a one-on-one basis
and subsequently making decisions across the entire sequence of agents, reflect how
company-to-company interactions take place in real-world supply chains (Zhu, Han,
and Liu 2024).

It is also interesting to point out that the results of our experiments outperform the
hard baselines (tool-based) in many cases, even if the prompts used in our experiments
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have been optimized manually and not optimized to fit a specific LLM. This result
is encouraging from a managerial perspective, because it shows that good results can
be achieved also when prompts are engineered by a supply chain expert who is not
necessarily a prompt engineering specialist.

7.3. Scalability

Many real world supply chain consensus problems require settings where multiple
agents and multiple objectives can coexist. Therefore scalability of the communication
framework is an important consideration. The complexity in our framework for a
sequential supply chain is O(n), whereas the complexity in a supply chain network
withm layers and n echelons would be O(m·n). Preserving efficiency could be achieved
in future work by using quick and safe algorithms to identify which agents have high
impact on a specific outcome and subsequently limiting communication to those high-
impact agents, as proposed by Schoepf, Foster, and Brintrup (2024).

7.4. Implementation

One of the key advantages of using LLM-powered agents for consensus-seeking is that
they do not require interoperability across the supply chain information ecosystem for
applications to work effectively. In particular, some companies will move towards LLM-
powered decision-making before others, but this will not prevent them from engaging
with companies that still make decisions with extant restocking approaches or hybrid
solutions. Since LLM-powered agents receive inputs in natural language and output
results in a human-understandable format, they can coexist with other technologies
used by other agents, be it human or AI, in the supply chain. This feature is appealing
for real-world use cases and could be investigated further with our communication
framework, by exploring scenarios where agents use different tools or cognitive models
to make decisions about inventory management challenges.

Moreover, as the trend toward expanding context windows (i.e., maximum input
lengths) in LLMs continues, foundation models will process increasingly extensive se-
quences of data (Gartenberg 2024), allowing them to analyse complex supply chain
scenarios. With the advent of Industry 5.0, the significance of General AI is set to
deepen even further (Ivanov 2023). As AI in SCs becomes more widespread, integrat-
ing LLM-powered consensus-seeking frameworks in existing digital twin structures
will allow company-tailored information to guide the agent’s decision-making process
(Jackson et al. 2024), for which real-time access to information in the whole company
is essential.

8. Limitations

As a technology with limited benchmarking environments in the supply chain man-
agement community, LLM-powered agents are still at a very early stage in reaching
their potential. A general weakness of foundation models, independently of the rules
and frameworks that surround them, is that the performance when switching between
different foundation models is still unstable. This is in line with computer science liter-
ature on the topic, for example Wang et al. (2024). This limitation of our environment
could easily be explored in more detail and mitigated by using frameworks for algo-
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rithmically optimizing LLM prompts, such as Khattab et al. (2023). Optimizing such
a framework would also prove useful for making communication more intuitive to use
for non-specialists, as the efforts of prompt engineering would be reduced.

We expect the learning curve for our communication framework to be quite steep
for a non-specialist to implement and use, especially when it comes to adapting the
communication framework to other supply chain challenges.

Another intuitive enhancement to our framework, would be the use of long-term con-
versation memory for SC agents, which would enable them to use information from
downstream interactions as a way to enrich the decisions they make with upstream
agents in immediately subsequent agent interactions. In the current implementation,
agents’ conversation memory is limited to the current step in the simulation, while
agents’ observation memory relates to the previous ten simulation steps. By allow-
ing for long-term conversation memory, agents could use accumulated information to
enrich their consensus-seeking process.

In terms of scalability, our implementation for a sequential supply chain has a com-
plexity of O(n) whereas fully connected communication would be O(n2). Our approach
reflects the partial observability of supply chains, by allowing agents to communicate
only with their neighbours. Information sharing and negotiation frameworks are set up
dynamically and can be adapted to have an arbitrary number of exchanges between
agents. Expansions of the environment to a supply chain network are theoretically
possible according to Liu et al. (2022), but communication between neighbours would
be more challenging.

Finally, as mentioned in the previous section, decisions based on our communication
frameworks still require a human-in-the-loop, as the outputs still are not fully reliable
and explainable. Algorithms can therefore not be held accountable for real-world use-
cases.

9. Conclusions and Future Work

The lack of automated consensus frameworks for low level daily operations hinder
firms from achieving systemically optimal solutions as incentives to reach consensus
manually remain low, especially among self-interested parties in a supply chain. Al-
though agent based automation has been proposed in the past, issues such as scalabil-
ity, inflexibility, and the skillset required to develop, maintain and adopt these across
end to end supply chains prevented widespread adoption. In this paper we asserted
that LLM-agents offer an intuitive, scalable and interoperable solution to automated
consensus-seeking across a range of supply chain challenges, and presented a series of
frameworks for LLM-powered consensus-seeking in the end-to-end supply chain, which
were tested in a bullwhip effect setting.

The key contributions of this study include the design and implementation of LLM-
powered consensus-seeking frameworks; a case study involving experiments across mul-
tiple foundation models, as well as an open-source implementation that the SCM
community can build upon. Our consensus-seeking framework reflects important char-
acteristics of supply chains, such as partial observability and real-time decision-making
enhanced by insights from neighbouring agents (Ivanov 2024a).

Experiments showed that using such an LLM-powered setting can significantly re-
duce global costs and global bullwhip effect compared to traditional restocking policies.
Moreover, contrary to MARL approaches which are affected by the cold start problem,
using pre-trained LLMs offers practical advantages for applications in the industry.
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However, this approach still requires a human-in-the-loop, since the LLM agent out-
puts are still too inconsistent and unexplainable for real-world scenarios. Additionally,
the skills of engineers in crafting problem-specific, tool-specific, and model-specific
prompts still require a supply chain specialist to design the prompts for the LLM
agents. Future work can extend our frameworks with automatic prompt optimization
tools, such as Khattab et al. (2023).

Further enhancements, such as self-reflection by the LLM agents (Renze and Gu-
ven 2024), could help achieve higher levels of autonomy. A further step to improve
explainability of our approach is to enhance the prompts with Chain-of-Thought Rea-
soning, i.e., a series of intermediate reasoning steps to help LLMs perform complex
tasks (Wei et al. 2022b). Additionally, our implementation can be expanded beyond
sequential supply chains to investigate how to preserve efficiency in complex supply
chain networks.

Further use cases need to be implemented on top of our framework to validate
whether LLM agent behaviour can reflect theoretical foundations of supply chain re-
silience and adaptation to disruptions (Ivanov 2024b). Additionally, future work can
investigate LLM-powered negotiation tactics that focus on multi-objective scenarios in-
volving trade-offs between different metrics in the supply chain (e.g., costs vs emissions
trade-offs). Future research should also explore uncooperative or malicious behaviour
by agents to devise methods to discourage undesirable behaviour.

In conclusion, this research proposes an extensive and versatile starting point for
SC-specific LLM-powered communication frameworks, thereby advancing towards au-
tonomous multi-agent decision-making in inventory management settings. This work
lays the foundation for future research to investigate various use cases, including con-
vergence of LLM-powered behaviour in the supply chain under realistic conditions.
Furthermore, we establish an open-source baseline for the SCM community, encour-
aging further enhancements of the communication frameworks such as extensions to
supply chain networks with multiple dimensions, as well as multi-objective scenarios.
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Appendix A. Inspiration for Communication Frameworks

Figure A1.: Framework for cognitive-inspired embodied-agent decision-making.

Appendix B. Detailed Prompt for LLM-powered Standalone Agents

Figure B1.: Detailed Breakdown of Prompt for Standalone Agent with Tool.
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Appendix C. Introducing Tool Usage

Figure C1.: Manual prompt optimization between Gemini Flash and Gemini Pro. Gem-
ini Pro required more insistence in the prompt to steer the decision-making closer the
tool output. This is likely because Gemini Pro is designed to handle nuanced tasks,
which leads it to weigh multiple factors: without clear instructions emphasizing the
importance of specific tools, Gemini Pro may not prioritize them as intended. In con-
trast, Gemini Flash, optimized for speed, tends to follow direct instructions more
closely Grigonis (2024). Without these prompt tweaks, the Gemini Pro runs that in-
cluded tool usage consistently underperformed the Gemini Flash runs.

Appendix D. Detailed Results Tables

Table D1.: Cumulative global costs for sequential SC with tool based on demand
forecasting with linear regression.

Setup: 3 echelons, temperature=0.1, lead time = 2, tool=demand pred., prev obs = 30

Soft Baseline Agent with (S,s)=(100, 60) policya 159’094 (bw=65.77168) 159’094 (bw=65.77168)
Hard Baseline Agent with Demand Prediction toola 16’645 (bw=1.01291) 16’645 (bw=1.01291)

LLM-powered Agent Architecture model=gemini-1.5-pro-latest model=gemini-1.5-flash

Solo LLM-powered Agent 172’624 (bw=4.1756) 221’532 (bw=3.40989)
Solo LLM-powered Agent with Tool (Demand Pred.) 16’645 (bw=1.01291) 15’967 (bw=1.00138)

LLM-Agents with Information Sharing 116’508 (bw= 2.71284) 80’822 (bw=0.36064)
LLM-Agents with Information Sharing & Tool (Demand Pred.) 13’431 (bw=1.02958) 25’947 (bw=0.82897)
Agent negotiation with Tool (Demand Pred.) (num iter=3) b 15’393 (bw=1.0229) 12’790 (bw=1.02481)

aThis agent is not powered by a foundation model.

bnum iter=3 means that each agent pair has 3 back-and-forth passes before moving to the agreement stage.
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Table D2.: Global bullwhip effect for sequential SC with tool based on Economic Order
Quantity measurement.

Setup: 3 echelons, max orders = 100, lead time = 2, tool=EOQ, prev obs = 30

Soft Baseline Agent with (S,s)=(100, 60) policya 65.77168 (costs=159’094) 65.77168 (costs=159’094)
Hard Baseline Agent with EOQ toola 0.79 (costs=212’223) 0.79 (costs=212’223)

LLM-powered Agent Architecture model=gemini-1.5-pro model=gemini-1.5-flash

Solo LLM-powered Agent 4.54223 (costs=265’092) 0.36899 (costs=70’453)
Solo LLM-powered Agent with Tool (EOQ) 24.47413 (costs=236’053) 1.31137 (costs=223’771)

LLM-Agents with Information Sharing 0.76227 (costs=56764) 0.51735 (costs=53’706)
LLM-Agents with Information Sharing & Tool (EOQ) 0.76486 (costs=223’530) 0.75923 (costs=221’888)
Agent negotiation with Tool (EOQ) (num iter=3)b 0.25827 (costs=114’980) 0.50744 (costs=213’657)

aThis agent is not powered by a foundation model.

bnum iter=3 means that each agent pair has 3 back-and-forth passes before moving to the agreement stage.

Appendix E. Detailed Communication Framework Examples

Figure E1.: Example of Disagreement between Neighboring Agents in Negotiation
Stage.
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Figure E2.: Example of Agreement without Motivation between Neighboring Agents
in Negotiation Stage.

Appendix F. Experimental Values for Reproducibility

Table F1.: Summary of parameters used in our experiments

Parameter Value

number of agents 3
rounds of communication 3

number observations in agent memory 10
max oder amount 100

lead time 2
temperature 0.1

max token count output 90
inventory cost 1
backlog cost 1
ordering cost 1

fixed ordering cost 1
previous obs demand forecast tool 30

customer demand Merton Jump Diffusion (run number 13)
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Figure F1.: Customer Demand is simulated with Merton Jump Diffusion Model and
exhibits a spike to exacerbate the bullwhip effect.
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